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This paper presents a theoretical study of the implementation of an architecture of a quantum
cellular automaton on a graphene nanoribbon. The cells of the automaton are made up by 13C atoms
and hydrogen atoms and the interaction between neighboring cells corresponds to the indirect
coupling between nuclear spins. We have determined the relevant parameters characterizing the
physical system for nuclear magnetic resonance and from knowledge of these parameters we have
designed control protocols to study the evolution of the information through the quantum cellular
automaton. Our results show that a graphene nanoribbon enriched with atoms of 13C stores and
processes quantum information in times less than the corresponding system decoherence times.
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1. INTRODUCTION

A classical cellular automata is a structure of cells whose
global evolution obeys local rules. This mathematical
model proposed by Von Neumann1 has been used to study
physical and biological systems highly complex.2 Each cell
has a set of possible states, whose evolution depends on
the state of the cell and the state of their neighboring cells.
The shape of the update function depends on the system
we wish to model. In 1982 Feynman studied the possibility
of using cellular automata as models of quantum systems
and as architecture of quantum computing.3 From that date
it has been discussed various models of quantum cellular
automata (QCA) and its implementation for solving par-
ticular problems of computation.4–23 An interesting type
of model is to build a one-dimensional QCA architecture,
with more than one qubit per cell,24�25 which would be
unaffected by the “no-go lemma”26 which establishes that,
except for the trivial case, the unitary evolution in a one-
dimensional QCA is not possible. In this work we discuss,
from the theoretical point of view, the implementation on
a physical system, of a model that belongs to this latter
type with some important variations.
The physical system on which the QCA will be imple-

mented is a flat structure consisting of a segment of
graphene, enriched with 13C atoms. The ribbon width is
of the order of 10 Å and variable length between 15 Å to

∗Author to whom correspondence should be addressed.

hundreds of Å, with longitudinal zig–zag edges passivated
with hydrogen atoms. The qubits contained in the cells
correspond to the nuclear spins of the hydrogen atoms and
13C atoms. The interaction between neighboring cells will
be provided by the indirect coupling between the spins and
we will use nuclear magnetic resonance (NMR) control
operations to prepare the automata in a initial state and to
generate the update function of each cell.

2. CHARACTERIZATION OF THE
QCA ARCHITECTURE

Figure 1 shows a polycyclic aromatic hydrocarbon C76H26

enriched with 13C atoms at the edge. This macromolecule
can be visualized as a graphene nanoribbon (GNR) of finite
length and passivated at the edges with hydrogen atoms.
Nowadays, there are techniques to enrich carbon structures
with the isotope 13C in a controlled way,27�28 this would
allow to have atoms active for NMR in a desired place in
the GNR. If this would not be possible, one can use control
techniques of spins disconnection for holding an arbitrary
structure in the nanoribbon.
Figure 2 shows a diagram of the model of QCA that we

will developed on the carbon nanostructure. We can see in
this pattern a set of two quantum entities (control qubit H
and state qubit A) connected to a similar set through a cell
with a single element (auxiliary qubit B). The cells of our
QCA are formed by the qubits H and A, and Figure 3
shows the implementation of our model in one of the edges
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Fig. 1. Segment of a GNR passivated with hydrogen atoms at the
edges.

of the molecule. To study the automaton evolution we must
establish the corresponding nuclear spin Hamiltonian. For
that we must determine the resonant frequency of each
active nucleus and the coupling between those nuclei that
are part of the automaton.
We consider a matrix of graphene nanoribbons with

equal topological characteristics (subunits of the central
processor) on an inert substrate, as shown in Figure 4.
The whole system rotates to high frequency, around the
magic angle (MAS) on the direction of the applied static
magnetic field. This means that the dipolar coupling term
between the spins can neglected. Thus the Hamiltonian of
N spins can be written:

H = ∑
i

��i

2
Zi+

∑
ij

2�
�

��i �j�
−1�i Jij�j

+∑
i

C	Xi cos��rf t�+Yi sin��rf t�
 (1)

where Xi�Yi�Zi are Pauli matrixes and the constant C
depends on the magnitude of the control electromag-
netic field amplitude which oscillates with frequency �rf .

Fig. 2. Sketch of the QCA. The cells consist of the qubits H and A

connected together through the qubit B.

Fig. 3. Implementation of the QCA on the nanoribbons. The qubit H
corresponds to the hydrogen atoms, the qubit A to the carbon atom bound
to the hydrogen atom and, the qubit B to the carbon atom connecting the
cells.

The second term of the Hamiltonian, �i = �i�Ii, corre-
sponds to the nuclear magnetic dipole moment with �i

being the gyromagnetic ratio and Ii, the nuclear spin angu-
lar momentum operator. The isotropic Larmor frequency
�i can be determined by calculating the “nuclear shield-
ing tensor” �i by means of the relation �i�1−�i�/2 =
���i/2�Zi.
Finally, to determine the tensor coupling Jij we must

determine the “indirect reduced coupling tensor” Kij which
is related to the magnitude physically measured in the labo-
ratory Jij , through the equation Jij = ��/2���i�jKij . Then,
calculating the tensors Kij and �i we know all the terms
of the Hamiltonian and thus we can design control proto-
cols to program the evolution of the QCA. The QCA length
determines the length of the GNRs, or its region of opera-
tion. With the idea to illustrate the dynamics of this archi-
tecture we will limit the QCA to the set of cells shown in
Figure 3. All atoms from the edge of the ribbon correspond
to isotopes 13C and other atoms of the molecule that are
outside the rectangle (and therefore outside the automaton)
correspond to 12C, inactive in NMR. The qubits involved
in the QCA will be denominated HABHABHAB…, where
H are hydrogen atoms, A the carbon atoms connected to
them and B the central carbon atom.

Fig. 4. Graphene ribbons matrix on an inert substrate.
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To determine the tensors Kij and �i, we first optimize
the geometry of the system postulated by means of the
method “quasi Newton approach”29 then, we calculate the
total energy of the system using first-principles calculations
based on the density functional GGA Becke-Perdew.30�31

We use Slater type orbitals and double zeta polarized basis
(DZP), by using the ADF software.32 Finally, the shielding
and indirect coupling tensors for the molecule are obtained
as double first-order perturbations of the total energy E =
�� �H �� � of the molecule.33 The technical details of the
calculation, additional terms in the Hamiltonian are dis-
cussed in a previous report34 where we show calculations
for the J coupling and chemical shifts of carbon-based
nanostructures for NMR quantum computing.
Figure 5 shows the chemical shifts relative to the value

for tetramethylsilane (TMS) computed at the same level of
theory. In this figure we see that the hydrogens have reso-
nance frequencies at the same position and that the exter-
nal carbon atoms (A) coincide in the spectrum, its signal
being slightly shifted from the internal carbon atoms (B).
While the difference in frequency between external and
internal carbons is small, it is enough to manipulate them
separately with pulses of control for each spin. Of course,
this behavior is valid over all the automaton (edge of the
molecule), such that only there are three non-equivalent
atoms in the automaton spectrum.
The results of the coupling tensor calculations gave the

values of J1 = 1583 Hz between the atoms of hydrogen
and external carbon atoms and J2 = 466 Hz for the neigh-
bors. The rest of the couplings are negligible with respect
to these values, so we only consider interaction to nearest
neighbors. Anyway the update function considers the fact
that when the hydrogen atom interacts with the external
carbon (A), the internal carbon atom (B) remains discon-
nected. In turn, when the carbon atoms interact, hydrogen

Fig. 5. Chemical shifts relative to the TMS value.

will be disconnected. With the information about the cou-
plings and the position of the spins in the spectrum, we can
design a complete NMR control protocol that defines the
update function of the automata. Thus the Hamiltonian of
the system, without the control pulses, can be written:

H = −��H

2

∑
i

ZH
i −

��A

2

∑
j

ZA
j −

��B

2

∑
k

ZB
k

+��

2

{
J1
∑
i j

ZH
i Z

A
j + J2

∑
jk

ZA
j Z

B
k

}
(2)

3. DYNAMICS SIMULATION OF THE QCA

We will make a proof of concept to illustrate the dynamic
behavior of the QCA. To load and read data into the
automaton, we use an additional atom 13C in one of the
corners of the molecule. The position in the molecule of
this atom is illustrated in Figure 3, in the upper right cor-
ner (white in the diagram). The resonant frequency of this
spin is slightly different from the carbon atom A and it is
only connected to a carbon atom B.34 The control over the
atom will allow us to carry information in the automaton
and, after this information is processed it can be read. The
study of such kind of structures34 indicates that the reso-
nant frequency of the hydrogen bound to the atom of the
end of the array is the same as the rest of the hydrogen
atoms in the automaton.
The automaton update function will be based on a

sequence of pulses with frequencies �H��A and �B dis-
placed by an amount that is a function of the value of
the spin of neighboring atoms. For example, let us assign
the vector �0� to the lowest energy level and �1� to the
excited state. When the hydrogen atoms are disconnected,
the configurations of the first neighbors to the atom A will
be the following 0A0�0A1�1A0�1A1. Similarly one has
the configuration for atoms B. From the first principles
calculations we simulated the spectrum of atoms A and B
in a 300 MHz spectrometer. The simulation is shown in

Fig. 6. Spectrum of atoms A and B in a 300 MHz spectrometer.
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Fig. 7. Spectrum of atoms A and H in a 300 MHz spectrometer.

Figure 6. We can say that the field generated by the neigh-
boring spins has three values, 0, 1 and 2 (resulting from
adding the 0 and 1 neighbors). This implies that we can
manipulate atoms A and B with pulses to rotate the spin
with frequencies �0

A��
1
A��

2
A��

0
B��

1
B and �2

B where the
super index indicates the field generated by the neigh-
bors. This is completely analogous to the case of the
spin B disconnected and the control qubit H interacts with
the qubit state A. Our results also allow to simulate the
spectrum of these atoms in the spectrometer 300 MHZ.
Figure 7 shows these results.

3.1. Procedure for Charging and Reading Data

Lets suppose the initial state of the system corresponds
to put all spins in the lowest energy level �0� (this initial
assumption will be discussed in the section of analysis of
errors). Figure 8 shows the protocol used to carry informa-
tion in the automaton from the initial state �0000�. This
procedure was discussed in the Lloyd’s abstract model,16

which differs from this in the disposition of the quan-
tum entities. The atom labeled with the letter C (left in
the diagram) corresponds to the spin at the end of the
automata. On the right side of the diagram of Figure 8
can be appreciated the pulse sequence that allows us to

Fig. 8. Procedure to load data.

charge information in the automaton. The pulses of the
first row (in each sequence) are triggered in the middle and
the end of time interval considered for the update. These
pulses indicate a rotation � of the atom considered and
obey the usual protocol for disconnection of spins (refo-
cusing). The bottom row in each step indicates the pulse
to move the bit information to the right of the automata.
The notation A1 indicates a pulse � on the atom A if the
field on this atom is 1. Figure 8 shows that in the first 4
update steps of the automaton the hydrogen is hold dis-
connected and the first three carbon qubits are changed
from 0 to 1. After the sixth step of updating the vector
describing the state of the automaton �HCHABHAB  �
has changed from the state �0000000   0� to the state
�011011100   0�. Depending on the configuration we like
to have loaded in the automaton, it should develop the
protocol pulses that lead to that configuration. If you have
N0 copies of the molecule in the system (CPU subunits),
the pulses live N0 automata with the same configuration of
information.
Besides to the classical information loaded in the

automaton, we may charge actual quantum states by using
an appropriate protocol of pulses. For example if we apply
a pulse at the beginning of �/2 with frequency �0

C and
length t0, the qubit we will leave the end qubit (atom C)
in the state 1/

√
2��0�+ e−i�1 �1��, where �1 =�/2+�0

Ct0.
Then by using more pulses we can put the neighboring
qubits in a superposition of states.
To read the data it must interact with only one copy of

automata (subunit). We move the qubit to be read to the
end of the automata and then to apply two pulses � with
frequencies �0�1

C and then wait to see if a pulse is attenu-
ated or amplified.16 Depending on this we will know if the
bit moved to the end is in a state �0� or �1�. The number of
copies of the automata allows to read the various qubits of
information.

3.2. Quantum Computation

Quantum computing operations can be performed by using
unit operations between cells of the automaton. It was
shown in the former section that with a suitable pulse pro-
tocol we can move one state vector to another of the sys-
tem and this would correspond to a unitary transformation.
To generalize this type of operation we can proceed as in
the abstract models of Benjamin,14–15 where a subset of
the QCA cells are used as qubits of information separated
by qubits in only one possible state. In these models one
or more control units are used to process the information.
In our model the control units correspond to the atoms of
hydrogen attached to atoms A of the automaton. A spe-
cific procedure with the model used in this work is to store
data with ramdom pulses (of �/2 for example) to create
EPR states between the qubits state and in this way the
information can be read only by the person responsible

4 J. Comput. Theor. Nanosci. 9, 1–6, 2012
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to charge this information and knows the pulse sequence.
That is, we can use this system to store encoded data with
maximum safety.

4. MODEL SCALABILITY

The implementation of the QCA model on the edge of the
nanoribbons presents the advantage of scalability in the
number of qubits. By considering atom of the end of
automaton (atom C), we have only 4 nonequivalent spins
in the system, independent of the number of qubits that
form the automaton and therefore independent of the
molecule length. We can work with hundreds or thou-
sands of spins, but we should only handle 4 through global
pulses and not individual ones.
On the other hand, it is required to work with redun-

dant information to perform the data reading, that is,
to have a certain amount of copies the same automaton.
If we increase the number of qubits in the automaton,
we should proportionally increase the number of copies of
the nanoribbons.

5. SOURCES OF ERROR

One of the most important sources of errors in the imple-
mentation of our model in graphene nanoribbons supported
in a substrate is the manipulation through pulses of the
individual subsystems to read the processed information.
This involves to localize the beam pulse in a region of
a few (nm)2 on the matrix that is spinning in the labora-
tory reference system. The errors coming from this situa-
tion can be reduced taking the source of pulsing radiation
in the framework of the substrate, i.e., rotating with the
processor.
Another possible source of error is the loss of efficiency

of the pulses when they are directed to only one type of
atom. It is possible that another type of spins respond to
these pulses. This can be reduced with a precise knowl-
edge of the resonance frequencies and coupling constants.
In this work we simulated the spectrum of spins in a
300 MHz spectrometer which makes that the resonance
frequencies are sufficiently separated in order to address
the pulses efficiently.
The implementation of the model in the nanobelts have

the problem of we are not working with an ensemble of
millions of molecules as in the case of NMR in dilute sys-
tems. This implies that the signal output is extremely weak
and therefore should be available an adequate system for
high fidelity amplification, such as personal used in optical
cavities. Finally it is important to note that the implemen-
tation is perform at low temperature to have the automata
in a state initial rate �000000   0�.
All these sources of error can be managed and con-

trolled for working with this system under the cellular
automaton architecture. The justification for implementing

Fig. 9. Repeat sequence of qubits for error correction.

this model in the graphene nanoribbons, considering the
sources of errors is detailed in following points:
(1) Today there are synthesis techniques that allows to
have a regular arrangement of graphene nanoribbons
doped with 13C.27�28�34

(2) The regular array system CNHM allows for a number
of processors that store the same information. This redun-
dant storage allows the data reading and the processing of
errors.
(3) The scalability of automata with the number of qubits
allows the processing of large amount of information. This
is of vital importance for programing the protocols of
errors correction. In this model the standard errors correc-
tion codes36 were used, which implies to have redundant
data within the automaton, for example the qubit sequence
shown in Figure 9 would be representing the repetition of
information, an encoded cell corresponding to the union of
two original cells of the automaton. This allows a robust
error correction procedure. The fault-tolerant operations
are programmed as a set of pulses to develop unit opera-
tions, manipulating this redundant information.

6. CONCLUSIONS

This paper presents a theoretical study of quantum cellu-
lar automata model and its implementation in a physical
system formed by an array of graphene nanoribbons. The
qubits of the automaton correspond to the nuclear spins of
the atoms of 13C and atoms of 1H present at the edges of
the ribbon. Using first principle calculations and perturba-
tion theory the frequencies of resonance and the coupling
constants were determined. From these calculations we can
design the pulse protocols to load and read information in
the automaton and to process this information. The sources
of error present in the implementation of the model in the
physical system are easy to operate with the usual proto-
cols of error correction. We conclude that this system is
a good candidate for quantum information processing at
low temperature. Calculations on the dynamic behavior of
the automaton as a function of temperature are currently
performed and will be published in the next future.
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